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Abstract
Web scraping, defined as the automated extraction of information online, is an increas-
ingly important means of producing data in the social sciences. We contribute to emerg-
ing social science literature on computational methods by elaborating on web scraping as 
a means of automated access to information. We begin by situating the practice of web 
scraping in context, providing an overview of how it works and how it compares to other 
methods in the social sciences. Next, we assess the benefits and challenges of scraping 
as a technique of information production. In terms of benefits, we highlight how scrap-
ing can help researchers answer new questions, supersede limits in official data, overcome 
access hurdles, and reinvigorate the values of sharing, openness, and trust in the social sci-
ences. In terms of challenges, we discuss three: technical, legal, and ethical. By adopting 
“algorithmic thinking in the public interest” as a way of navigating these hurdles, research-
ers can improve the state of access to information on the Internet while also contributing 
to scholarly discussions about the legality and ethics of web scraping. Example software 
accompanying this article are available within the supplementary materials.

Keywords  Web scraping · Digital methods · Law · Ethics · Algorithmic thinking · Access 
to information · Social science research

1  Introduction

Digital data are revolutionizing research in the social sciences (Lazer et al. 2009; Milling-
ton and Millington 2015; Qiu et  al. 2018; Keuschnigg et  al. 2018). As social scientists 
turn toward computational methods to better understand the world, questions about how to 
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do so with methodological sophistication demand greater attention. Despite the growing 
number of interventions on the topic (Cesare et al. 2018; Golder and Macy 2014; Hamp-
ton 2017; Lazer and Radford 2017; Salganik 2019; Tufekci 2014), there is still consider-
able work to be done outlining the kinds of digital and transactional data that now exist 
across the Internet, how to access these data, and how to make sense of them. Working at 
the nexus of social and computer science, we aim to advance methodological discussions 
about one way of collecting digital data for social science research: data scraping.1

Web scraping, defined as the automated extraction of information online, is becoming 
a crucial means of collecting data across the social sciences, including criminology (Ban-
croft 2019; Pina-Sánchez et  al. 2019; Tzanetakis 2018), communication science (Nisser 
and Weidmann 2018; Possler et  al. 2019), economics (Cavallo 2018; Massimino 2016), 
organization studies (Braun et  al. 2018), policy studies (Anglin 2019; Caruana-Galizia 
and Caruana-Galizia 2018; Hayes and Scott 2018), planning studies (Boeing and Wad-
dell 2017), political science (Fazekas and Tóth 2016; Ulbricht 2020), psychology (Landers 
et al. 2016; Qiu et al. 2018), and sociology (Mausolf 2017; Shi et al. 2017; Keuschnigg 
et al. 2018), among others.

Engagement with digital methods like web scraping is much needed for the social sci-
ences to catch up with the pace of change in the world (Lazer and Radford 2017; Lazer 
et  al. 2009; Burrows and Savage 2014; Edelmann et  al. 2020). Automated collection of 
online data is an opportunity for creative collaboration between computer scientists, social 
scientists, and engineers, constituting a “watershed” moment in research (McFarland et al. 
2016). As the efficacy and legitimacy of many traditional methods are called into question, 
it is becoming increasingly necessary to turn to innovative tools like scraping to carry the 
social sciences forward into the twenty-first century (Savage and Burrows 2007).

While there is undoubtedly some truth to the claim that automated techniques like web 
scraping differ “from traditional social science [research] where collecting data has always 
been hard, time consuming, and resource intensive” (Olmedilla et al. 2016, p. 79), the tech-
nique of data scraping is not without its challenges (Dewi et al. 2019; Massimino 2016; 
Landers et al. 2016; Munzert et al. 2014; Marres and Weltevrede 2013). In practice, scrap-
ing is often closer to an art than a science, and can take years of practice to master (Possler 
et al. 2019). At the same time, it is a craft that requires continuous learning and problem 
solving, particularly as website development evolves and becomes ever more complex and 
thereby less accessible using existing tools.

Contributing to debates about access to information via web scraping in the social sci-
ences, we engage with the technical, legal, and ethical aspects of the practice in this article. 
In engaging with these issues, we advance the notion of algorithmic thinking in the public 
interest, a perspective that is consistent with Green and Viljoen’s (2020) concept of “algo-
rithmic realism.” Algorithmic thinking in the public interest—much like algorithmic real-
ism—involves upholding basic methodological principles of quality in social science in a 
manner that is simultaneously open about its normative political commitments and agenda 
(also see Flisfeder 2021; Possler et al. 2019). By adopting the term algorithmic thinking, a 

1  Other common monikers for data scraping include web scraping, screen scraping, web data extraction, 
web harvesting, and data harvesting. There are technical differences between the concepts of data “scrap-
ing” and website “crawling”. A crawler is a bot that will navigate to a website for the purpose of indexing 
(i.e. record keywords and metadata) and then navigating to other websites via the links on that page. A 
scraper is a bot designed with the explicit intent on navigating and extracting specific information from one 
or multiple target websites. For the sake of simplicity, we conflate the two concepts here. Where differences 
exist, the two are contrasted in-text.
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concept central to computer science pedagogy (Futschek 2006), we aim to instill in social 
scientists a sense of how technical detail matters, particularly for those who wish to study 
algorithmic reasoning and use it in their own work. These details matter practically, as they 
define what kinds of information we can obtain via web scraping. However, as we argue, 
these technical details also matter legally and ethically, as they inform the kinds of algo-
rithmic decisions we are willing to make (e.g., in overcoming intentionally placed barriers 
to automated access). In much existing social scientific scholarship on data scraping as a 
method and on algorithms more generally, the technical mess of scraping is often absent 
from discussion and debate. This works against our ability to grapple with thorny questions 
about the legality and ethics of web scraping, as well as our ability to carve out a space 
for social scientists to be able to learn what web scraping through algorithmic reasoning 
entails. To avoid many of the pitfalls with mainstream understandings of algorithmic think-
ing in computer science and to make clear the normative political commitment that drives 
our approach to scraping algorithms, we refer to not only algorithmic thinking but algorith-
mic thinking in the public interest.

This article has three sections. First, we situate the practice of web scraping in context, 
providing an overview of how it works and how it compares to other methods in the social 
sciences. Second, we consider the promises of data scraping for social research. We high-
light how scraping can help researchers answer new research questions, supersede limits 
in official data, overcome access hurdles, and reinvigorate the values of sharing, openness, 
and trust in the social sciences. Third, we discuss the technical, legal, and ethical chal-
lenges of data scraping. We argue social scientists ought to use algorithmic thinking in 
the public interest, which entails overcoming technical hurdles to scraping as a means of 
investigating government and corporate practices of power and governance. By adopting 
algorithmic thinking in the public interest—an epistemological and methodological stand-
point of the social scientist as data scraper—we show how researchers will be positioned to 
not only improve the state of access to information on the Internet but can also contribute 
to discussions about the legality and ethics of data scraping.

2 � Web scraping in context

Most undergraduate and graduate programs in the social sciences at this time do not offer 
formal training in algorithmically-driven techniques like web scraping (Possamai-Inesedy 
and Nixon 2017). For this reason, we feel it is necessary to provide a brief primer on how 
data scraping works. We also use this section to highlight the comparative advantage of 
open-source programming languages versus proprietary tools (and pay-to-play services) 
for scraping. Indeed, we argue that algorithmic thinking in the public interest is most con-
ducive to one conducting their web scraping in an open-source language.

Data scraping can be conducted in three primary ways: using proprietary software, 
using paid custom web scraping services, or using open source software like Python, 
Javascript, or R. While using proprietary software (e.g., NVivo’s NCapture, Tweetreach, 
Helium Scraper, Qualtrics) is less technically demanding, these options do not tend to pro-
vide the researcher with the same level of reach, flexibility, or transparency. Compared to 
free and open source programming languages like Python, proprietary software like NVi-
vo’s NCapture tend to be less transparent in their data collection procedures, difficult for 
future researchers to reproduce, and expensive. In addition, a number of paid services will 
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implement and maintain a scraper per your specifications, yet even the most basic plans 
can be very expensive (Table 1).

Algorithmic thinking in the public interest aligns most closely with web scraping via 
free and open source programming languages for two reasons. First, web scraping via a 
programming language as opposed to a point-and-click or low-code platform or service 
requires the researcher to possess a higher level of skill and familiarity with algorithmic 
reasoning, and forces the researcher to understand more of what goes into a web scraping 
algorithm to make it work. Second, scraping via a free and open source programming lan-
guage as opposed to, say, pay-to-play proprietary software, allows the researcher to easily 
share their code with others, who can use, learn from, and adapt their algorithmic tools as 
they see fit. Open source languages allow for a more community-oriented, public inter-
est based approach to programming (Von Krogh and Von Hippel 2006), values which are 
foundational to algorithmic thinking in the public interest.

To conduct a scrape in a program like Python or R, researchers can either rely on exist-
ing coding infrastructure built into packages like Selenium, Scrapy, rvest, and RSelenium, 
or build their own (Table  2). Packages like Selenium work by mimicking a user’s web 
browser to access web pages and extract the desired content, and saving it locally on the 
user’s hard drive. A combination of libraries often enables the creation of sophisticated 
scrapers able to more efficiently obtain the desired information as compared to the use 
of one library alone. For example, Python’s Requests and LXML libraries are commonly 
used in combination with one another, where the former is efficient in downloading static 
content while the latter is efficient in parsing the desired information one “requested” or 
obtained.2

So long as information appears on a website, whether textual, auditory, or visual, 
it can in principle be accessed via web scraping. When navigating to a certain link, a 
user’s browser (where the information is viewed) loads the content defined in the web-
site’s HTML static content and executes any scripts needed to generate dynamic content. 
The distinction between static versus dynamic content is key: static content is embedded 
within the HTML making its access as trivial as downloading a file from the internet and 
“parsing” (i.e. extracting) the desired information; dynamically-generated content requires 
the rendering of a browser-like environment for the content to appear and possibly more 
sophisticated interaction with the website (e.g., user log in) to obtain the desired informa-
tion. When a human uses a browser to manually access a website this distinction is blurred 
as the content appears, yet when a scraper is used to access a website some elements may 
or may not be accessible based on the static/dynamic rendering and method of access. To 
access both static and dynamic content, data scraping algorithms need to be effectively 
written and designed, often by combining multiple libraries.

All scraping applications follow a prototypical format that can be expressed algorithmi-
cally (Algorithm 1). At their highest level of abstraction, a scraper is provided with a set of 
target URLs and a set of patterns to be matched. Before creating a scraper, some investiga-
tion into the page generation and layout is needed to determine the appropriate scraping 
library and relevant patterns to obtain. Once the code is written and executed, the scraper 
will download each URL and extract the relevant information from one or multiple pages 
based on some set pattern. For example, if automating the extraction of article titles and 
publication dates, a web scraper could download each of the article HTML pages from a 

2  Within the Supplementary Materials, we exemplify the combined use of several scraping libraries to 
achieve increasingly complex automated data extraction.
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Table 2   Available web scraping libraries

Scraping library Programming 
language

Particulars

Requests Python Useful to acquire raw HTML of a page (static content)
High level of abstraction, easy to use in prototypical scraping
Able to access APIs and post to forms
Unable to access dynamically-generated context

Beautiful Soup Python Easy to learn and use (well documented)
Ability to automatically detect encodings
Much slower than other libraries

Lxml Python Very fast and useful for simple extractions
Limited in the number of available features

Selenium Python Easily interface with dynamically-generated content; websites that 
generate dynamic content using Javascript requires a browser 
environment

Enables automation of mouse interactions
Unable to leverage proxies easily

Scrapy Python Amenable to use of proxies and VPNs
Useful for complex scraping tasks
Highly efficient (i.e. very fast) given its implementation

Request Javascript Useful to acquire the raw HTML of a page (static content)
Unable to handle dynamically-generated content

Cheerio Javascript Requires numerous dependencies
Osmosis Javascript HTML parsing, DOM, and request features

Fewer dependencies compared to other Javascript libraries
Puppeteer Javascript Chrome Browser automation software

A Javascript-based implementation of Python’s Selenium
Apify Javascript Complete web scraping framework
rvest R An R-based library with features similar to BeautifulSoup
RSelenium R An R-based implementation of Python’s Selenium
Kimurai Ruby Scrapes dynamically-generated content

Supports proxy/user-agent rotation, request delays, default headers
Goutte PHP PHP implementation of conventional scraping features
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base URL and extract the text appearing next to the “Title” and “Date Published” fields on 
the web page.

There are at least three major differences between the kinds of information one obtains 
from scraping and more traditional social scientific methods like surveys, interviews, or 
experiments. The first is that the researcher typically seeks to obtain all data that are avail-
able rather than carefully collecting a representative sample of it (Allington 2016; Shi et al. 
2017). Should the researcher decide they are only interested in a subset of the data, this 
decision would be made after the initial data collection procedures using parsing and clas-
sification algorithms. Anglin (2019, p. 688) has proposed what they call a “gather-narrow-
extract” framework to guide data scraping: the researcher scrapes everything of potential 
value (gather), parses relevant from irrelevant text (narrow), and then “mines” the exact 
data they need from the classified corpus using additional search criteria (extract). This 
process is commonly referred to as “data wrangling” (Braun et al. 2018, p. 634).

Gathering as much material as is possible from a website does not mean that the data 
one collects is necessarily representative of the subject at hand. For one, “whole popula-
tion” does not necessarily mean “whole region” or “whole country”. It is possible, in prin-
ciple, to scrape information from every user on a given platform. Whether this positions the 
researcher to make general claims about all users of the platform, or all users of a platform 
in a given country, however, is an empirical question to which the answer is most often 
no. While there are many reasons for this, one pertains to the general unevenness through 
which users engage with online platforms and services. Take Twitter data, for example. 
Previous research estimates that less than 1% of users have enabled Twitter’s geotagging 
services (Edwards et al. 2013). This makes efforts to conduct any reliable location based 
analyses of Twitter users extremely difficult. In many cases, basic descriptive information 
about platform users or what is included and not included on a given website may not even 
be available to researchers, making it even more difficult to assess the external validity 
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of one’s study (Salganik 2019). Moreover, there is question of what data scraped from a 
digital platform actually represents: can information scraped from Facebook, for instance, 
be used to generate insight into general human attitudes or behaviours, or are such insights 
necessarily limited to the platform they were drawn from?3 Rather than this whole popula-
tion versus sample analogy, we conceive of web scraping as a method sui generis, with its 
own unique challenges and limitations. As for the question of whether behavioural insights 
generated from the study of a particular platform can be generalized beyond this platform, 
there is unfortunately not yet any definitive answer to this question.

The second point of difference concerns less the process of collection (scraping) and 
more how researchers make sense of the information they obtain. While researchers can 
apply established techniques for analysing scraped data (e.g., regression modeling, social 
network analysis), these require that a series of extra steps are taken first to “clean” and 
“parse” the data, which can be technically demanding. Depending on the size of the data 
set one obtains from their scrape, a more conventional analytic approach like coding by 
hand or in NVivo is likely not feasible (Nelson et al. 2021). Sentiment analysis, topic mod-
eling, word mover’s distance, and text mining are some of the many computational meth-
ods of analysis that are emerging alongside data collection techniques like web scraping 
(Edelmann et  al. 2020; Grimmer 2010; Nelson 2020; Schwartz and Ungar 2015; Stoltz 
and Taylor 2019; Abercrombie and Batista-Navarro 2020; Roberts et al. 2014). Such tech-
niques, however, are very much still in development, with much future work required 
before the full range of their strengths and limitations is understood.

The size of the data set alone can bring many challenges. Many researchers, for exam-
ple, have found “big data” sets call into question established statistical procedures (e.g., 
relying on p-value as an indicator of associational significance) (Lin et al. 2013). Because 
most traditional statistical techniques were designed for analysing smaller-N samples, they 
are not always appropriate for big-N data sets, especially those in the millions or billions 
(McFarland and McFarland 2015). Moreover, large data sets require considerable amounts 
of space (memory) to store and still greater amounts of space to process and analyse, 
particularly when using machine learning intensive approaches like topic modeling. The 
computationally intensive nature of analysing large data sets adds further practical com-
plications to working with digital data sets, and may even require the researcher to learn 
advanced computational techniques like task parallelization and cluster computing.

The third point concerns the level of control over the categories used in data scraping. 
As Marres and Weltevrede (2013,  p. 13) contend, “scraping seems to imply a distinctive 
approach to knowledge-making. [...] scraping formats the process of data collection and anal-
ysis as an operation of extraction, and organises knowledge-making as a distillation process”. 
Unlike a survey or experiment, researchers scraping data have less control over how these are 
structured and classified. Categories set for commercial purposes may not readily map onto 
the goals of social scientific research, and it may be difficult to make general claims unless 
they have been validated against other data sets. Boeing and Waddell (2017, pp. 459–450), 
for example, had to work with Craigslist “subdomains” as their regions. Using web scrap-
ing to study a major darknet cryptomarket, Tzanetakis (2018) relied on the drug categories 
provided by the cryptomarket itself (known as ‘AlphaBay’), which they acknowledged would 
limit future comparative work since each cryptomarket may not use the same categorisa-
tion system. Comparing data scraped on online interactions to traditional survey data, Hayes 
and Scott (2018, pp. 344–345) found that the two captured different features of the policy 

3  We thank the anonymous reviewer for this point.
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networks they were studying, making scraping an “efficient (given ease of collection) but 
perhaps not very effective substitute” to survey-based network measures.

Such differences and limits are important to take into account, but should not be inter-
preted to mean that data scraping is an ineffective tool for social research. In some cases, it 
may be liberating to break free from the confines of existing data classifications (e.g., gov-
ernment census categories), particularly when those classifications are fraught with meas-
urement bias (Cavallo 2018; Boeing and Waddell 2017) or unwantedly inhibit the kinds of 
research questions that can be asked. Moreover, it is important not to be overly nostalgic 
about methods such as phone-based surveying, whose golden age has long since passed 
(Savage and Burrows 2007). The increasing turn to web-based information and transac-
tional data in the social sciences is as much by choice as by necessity, and the promises and 
limitations of computational techniques like data scraping should be read in this context. 
As we demonstrate in the next section, there is much promise in the method of web scrap-
ing, as a growing body of work from across the social sciences shows.

3 � The promises of web scraping for social research

Web scraping techniques are increasingly being deployed across a wide range of social 
science disciplines. Many scholars are hopeful about the ways data scraping will transform 
their respective subfields (Anglin 2019; Boeing and Waddell 2017; Possler et al. 2019; Shi 
et al. 2017). The first promise of data scraping is that it can provide social researchers with 
access to data that may otherwise have been difficult or impossible to obtain. Tzanetakis 
(2018) used data scraping to study illicit drug trading on one of the darknet’s largest cryp-
tomarkets. Using ‘AlphaBay’ as their case study, Tzanetakis (2018) scraped a variety of 
data points including types of drugs sold by individual vendors, vendor pseudonyms, pay-
ment methods, pricing information, vendor country/region, customer feedback, and more. 
This allowed them to examine the structure and operation of one of the world’s largest 
online illicit drug markets, identifying previously unknown trends, such as in the kinds of 
drugs bought and sold, shipping patterns, and the magnitude of financial transactions that 
took place on the market.

Where official data are limited, scraping can be an alternative means of obtaining data 
to answer social scientific questions. Maher et al. (2020) scraped congressional hearings 
and expert testimonies in the US between 1946 and 2016, allowing them to extract meta-
data about which disciplinary experts are called to testify more than others, data that is not 
otherwise available in official government statistics or databases. In their study of whether 
courts in the UK discriminate against Muslim-named offenders, Pina-Sánchez et al. (2019) 
had to use web scraping to produce the data they needed. In the UK—as in many other 
countries—the government has sought to maintain control over sentencing statistics by 
only publicly releasing them in a limited and aggregated format. The unwillingness of the 
British government to release this information is what forced Pina-Sánchez et al. (2019) to 
turn to the technique of data scraping (see also Pina-Sánchez et al. 2019a).

Another pivotal application of scraping to fill gaps in official data is Boeing and Wad-
dell’s (2017) study of the US rental housing market. Boeing and Waddell (2017) show 
how data scraping can be a powerful means of overcoming measurement biases built into 
official government data sources or data collected by more conventional means (also see 
Shi et al. 2017). Most data on the US rental housing market comes from two major sources: 
commercial listings, maintained by major corporate real estate entities, and the Census 
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Bureau’s American Community Survey. But as Boeing and Waddell (2017) argue neither 
of these is sufficient to conduct a systematic analysis of trends in total housing market 
availability over time. Web scraping enabled Boeing and Waddell (2017) to generate, ana-
lyse, and make public “the most comprehensive data source currently available to examine 
[the US] rental housing market” (p. 469).

Even when data are hypothetically available using traditional methods, data scraping 
may be the only way researchers can gain access. This is the case where governments are 
unresponsive to researcher’s requests, for instance, under freedom of information (FOI) law 
(Luscombe and Walby 2017). In a study of land use corruption, Caruana-Galizia and Caru-
ana-Galizia (2018) turned to data scraping after FOI requests submitted to the Malta Envi-
ronment and Planning Authority failed to yield access. Their first FOI request was denied, 
their second was ignored. Rather than file a third FOI, Caruana-Galizia and Caruana-Gal-
izia (2018) scraped the data using a custom scraping algorithm they wrote in JavaScript.

Finally, web scraping has the potential to reinvigorate the values of sharing, open-
ness, and trust in the social sciences (Li et al. 2019; Possamai-Inesedy and Nixon 2017). 
Researchers scraping publicly accessible information can share their code as an online 
supplement to their research reports. Future researchers can use this code to collect the 
same information or make minor adjustments to collect similar information from the same 
platforms. In an online supplement to their published results, Shi et al. (2017) made their 
Python code accessible online. Boeing and Waddell (2017) put their code into their lab’s 
(UC Berkeley’s Urban Analytics Lab) GitHub repository. Dick et al. (2020) shared all code 
and data for their Gas Prices of America project, which relied heavily on web scraping. 
Any researcher can re-run, adapt, and re-purpose the code from these projects.

This emphasis on sharing and transparency may also help to reinvigorate the value of 
trust in social science. The integrity of social scientific research has come under increas-
ing fire  in recent years, with overall trust in social research on the decline (Braun et  al. 
2018; Li et  al. 2019). There are a growing number of fraud scandals in some academic 
disciplines, notably criminology and political science, and many of these could have been 
avoided if others were able to evaluate their code and raw data.

Despite the promising potential of web scraping as a data collection tool in the social 
sciences, technical, legal, and ethical hurdles abound. Yet, too often, these hurdles are not 
discussed in extant literature. In many studies that use web scraping as a method, research-
ers make significant technical, legal, and ethical decisions, but many of these are only 
apparent when reviewing their code and inspecting the terms and conditions of the web 
pages the authors scraped. The goal of discussing algorithmic thinking in the public inter-
est is to make these dimensions of data scraping methodology visible and transparent. In 
some of the excellent studies summarized above, terms and conditions of use were (in our 
view, rightfully) broken and technical barriers overcome. The researchers appear to have 
done this in large part because they believed their use was fair and it was in the larger 
public interest to do so. In this sense, many seem to be already operating according to the 
principles of algorithmic thinking in the public interest, albeit without explicitly acknowl-
edging it.

As Possler et al. (2019) note based on interviews with computational social scientists, 
researchers have a tacit sense of the technical, legal, and ethical challenges of data scrap-
ing and navigate these based on normative understandings of information control and data 
access. Below we elaborate on these technical, legal, and ethical challenges of web scrap-
ing for social research. Too often, these more challenging and contentious dimensions 
of data scraping are going undiscussed by the researchers using it. In numerous studies 
reviewed for this article, the authors made no mention of the fact that their scrapes required 
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creative, algorithmic circumvention of technical barriers and were in direct violation of a 
website’s terms and conditions of use.

Rather than simply brush these more contentious technical, legal, and ethical dimen-
sions of web scraping under the rug (although they almost always remain visible in any 
code that the researchers share online), we contend that researchers ought to make these 
aspects of their scrapes as well as the messy and at times contentious decisions they make 
clear and transparent. If web scraping is going to become an established method in the 
social sciences, explicit discussions of the technical, legal, and ethical dimensions of the 
practice are necessary. While it is commonplace to avoid questions about the legality of 
web scraping by characterizing it as a “grey area” (Possler et al. 2019, p. 3903), such tropes 
cannot effectively stand in the place of a more fully developed framework forever. At some 
point, social researchers will need to agree on some set of guiding principles and best prac-
tices for devising and deploying their web scraping algorithms. In what follows, we pro-
vide a detailed analysis of the technical, legal, and ethical dimensions of data scraping. 
Although we are unable to provide a complete set of definitive answers to many of the 
challenges and dilemmas we identify, some helpful guidance, we argue, can be found in 
what we call algorithmic thinking in the public interest.

4 � The challenges of web scraping

4.1 � Technical challenges

In the social sciences, where most researchers are only beginning to learn the basics of 
data scraping, technical challenges can be a serious barrier. Many websites are moving 
toward a greater reliance on dynamic programming languages like JavaScript, which are 
more difficult to scrape, requiring uses of more sophisticated programmatic techniques 
like headless browser scraping. Here, we want to focus on another kind of technical bar-
rier: the webmaster-initiated defensive mechanism. Although such defensive mechanisms 
are increasingly pervasive on the Internet, many if not most social scientists engaged in 
web scraping appear reluctant to discuss them, even when the authors have taken steps to 
creatively circumvent them in their code. One plausible, albeit speculative, reason for this 
silence is that social researchers are worried about the implications of being perceived as 
“hackers”, which has a more politically-charged and controversial connotation than a label 
like “web scraper”. Defensive mechanisms are not illegal to implement but can make it 
exceptionally difficult to scrape information. As Bancroft (2019, p. 290) writes, the internet 
is a space permeated by “invisible gatekeepers, Twitter editors, algorithms, forum modera-
tors and reCAPTCHAs which inhibit scraping”. Eight defensive mechanisms in common 
use are summarized in Table 3.

All websites have been implemented by a webmaster who controls the presentation 
and availability of information on their web page(s). While implementing the website, 
any number of strategic defenses can be added that might deter bots or render a scrap-
ing task more complex. Each defensive strategy, from outright banning of IP addresses 
to requiring two-stage verification via email or mobile each require an incrementally 
more complex scraper implementation to circumvent that strategy. The most generic 
defense is the definition of the robots.txt file which advises corporate bots and some-
times general users on how to conduct scrapes and the best practice to follow while nav-
igating their website. Broad protective measures to ensure that an abusive bot does not 
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overwhelm their servers might include “blacklisting” an IP address if a high frequency 
of requests are made in a given period of time. More specific limitation of access to cer-
tain data might require the fulfillment of a vision-based CAPTCHA (“Completely Auto-
mated Public Turing test to tell Computers and Humans Apart”) or two-step verification 
with a verified email address or phone number.

When making numerous requests to a webpage, each request is made with the IP 
address of origin. Past a certain threshold of requests, the website may temporarily 
“blacklist” a user’s IP and refuse to serve the content crippling their scraper. The digital 
“fingerprint” of a human navigating a website is distinct from that of a bot navigating a 
website. The former might interact with a given website for a few seconds before navi-
gating to another whereas a bot can make hundreds of requests to a website every sec-
ond, behaviour that is well beyond the physical and cognitive limits of a human. Web-
sites detecting this bot-like fingerprint might blacklist the bot’s IP address or explicitly 
delay returning the requested resources to more human-like times, on the order of sec-
onds. While accessing resources on the order of seconds might still appear quick, if 
there are hundreds of millions of data points to scrape, the scraper may need to be run 
for several weeks, months, or years before obtaining all desired data points.

When conducting a scrape, researchers generally assume that all desired data will be 
available in the specific format determined through their initial investigations. Should 
that presentation change, the scraping algorithm would no longer be able to extract the 
desired data and be rendered useless. Thus, another defensive mechanism that webmas-
ters can use involves explicitly modifying the presentation of those targeted data to a 
non-unique, non-standard, or dynamically generated format requiring the modifica-
tion of the scraper to adapt to those modifications. In a veritable digital access contest 
between the website provider and the creator of the scraper, the former can actively 
update their website to deter the latter, who, in turn, updates their scraper, ad infinitum.

Table 3   Eight defensive strategies to block web scraping

Defensive strategy Explanation

1. Defining robots.txt Explicit definition of how a website should be crawled by specific or all 
bots

2. Banning IP When a large number of requests come from a specific IP address that 
specific IP is blocked from future requests

3. Rate-Limiting IP Requests When an IP address sends requests at a rate quicker than humanly pos-
sible (milliseconds), requests are either returned slowly, rejected, or the 
IP is banned

4. User-Agent Blocking When submitting a request, the “user-agent” identifies what browser is 
making the request; a bot would typically have a blank user-agent field

5. Banning by Navigation-Based 
Detection, e.g., reCAPTCHA

Sophisticated analyses of the history of a requester’s navigation through 
a website filters out bot-based navigation. Most popular is Google’s 
reCAPTCHA v3

6. Requiring Email Verification An email verification step requires users to link their session to an email 
address

7. Requiring Mobile Verification A mobile verification step requires users to link their session to a mobile 
phone number

8. Requiring an API key For websites exposing a machine-friendly API, requiring a key to iden-
tify users is an effective strategy to limit resource usage
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Although technically demanding, many of these barriers can be overcome with the right 
algorithmic design (Table 4). By randomly selecting an IP address from a “pool”, a scraper 
can be made to appear as though the numerous or high-frequency requests arrive from mul-
tiple and unique users around the world. Using fulfillment services or temporary “burner” 
email addresses or phone numbers, a scraper can be made to overcome CAPTCHAs and 
two-step verification. Data collection always entails dancing through barriers to access, and 
so too with web scraping. As Mitchell (2018,  p. 216) notes, “it is almost impossible to 
build a ‘scraper proof’ site.” While some scholars have advised against researchers seek-
ing technical workarounds to the barriers put in place to inhibit scraping, we argue that 
sometimes it is necessary and justified, particularly when conducting research on powerful 
government and corporate entities. In such cases, it is algorithmic thinking which helps us 
devise creative solutions to obtain data, justified by the fact that the research we are con-
ducting is ultimately in the public interest. Once one had devised an algorithm capable of 
getting around defensive barriers, the next question is whether one should deploy such an 
algorithm, a question of law and ethics.

4.2 � Legal ambiguities

Many website hosts have sought to inhibit automated access via data scraping by invoking 
law (Din 2015; Drivas 2019; Scassa 2019). Many websites now require users to agree to 
“terms and conditions” that explicitly prohibit data scraping. A recent Canadian govern-
ment initiative, for example, requires users of its business registries service, a repository of 
public information about registered businesses across the country, to agree as a condition 
of access that they will not “use automated tools to copy data from this service” (Fig. 1). 
Violating a website’s terms and conditions agreement may result in a “cease and desist” 
letter (popular in the US), or worse, a lawsuit claiming unauthorized access or copyright 
violation. To date, the majority of lawsuits around data scraping have been in the US, and 
have tended to be between competing business interests (Scassa 2019, pp. 987–988). To 
our knowledge, there have been no lawsuits in the US, Canada, UK, or other major western 
democratic countries stemming from a researcher scraping publicly accessible data from a 
website for personal or academic use.

This may, however, change and researchers could soon find themselves in tricky legal 
situations. As web scraping becomes a more widely used method in social science dis-
ciplines, we may see an increase in litigation against researchers that make the data they 
scraped or the code they used to do it public, perhaps even as a requirement of institutional 
funding agencies (Braun et al. 2018, p. 640). Many funding bodies now require researchers 
to make any data collected publicly available, but this could put the researcher that relied 
on data scraping to obtain data at risk of litigation.

With the explosion of data availability via the Internet, as Braun et al. (2018, p. 640) 
argue, “comes an increased responsibility of researchers to ensure they are in compliance 
with data usage rules and regulations”. These regulations, however, are anything but clear 
in most cases. As a result, some researchers have called on researchers to proceed with cau-
tion, scraping only what seems to fall unambiguously within the ambit of the law. Landers 
et al. (2016, p. 487) for example, recommend that researchers “only scrape publicly avail-
able, unencrypted data sources to avoid legal risk”. Our thinking is that this point of view 
concedes too much digital ground to governments and corporations. There are more con-
text-specific, creative ways for researchers to conduct scrapes without violating the law, 
even if a website discourages it. A good example comes from Maher et  al. (2020), who 
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carefully scraped a ProQuest database of congressional hearings and expert testimonies 
in a way that would not violate the website’s terms and conditions. This involved reading 
ProQuest’s terms and conditions in light of their intended use and role as academics. As 
Maher et al. (2020, p. 3) reflect:

The database contains full lists of the committees and sub-committees which con-
vened the hearing, the date of the hearing, as well as information about each of the 
witnesses that testified before each congressional hearing, including their names, 
organizational affiliation, and titles. Our search complies with ProQuest’s Terms 
and Conditions because the search is for research and analysis purposes, uses only 
reasonable portions of the data, (here, data on social scientists who testify), and the 
underlying dataset only shares data for a portion of the material without replacing 
future users’ need to work through ProQuest (or other points of access to the gov-
ernment record) to access the full scope of the data. Further, the material we collect 
(hearing dates, topics, and witness lists) is publicly available through several other 
sources; we do not collect or use ProQuest’s proprietary transcripts of the testimony. 
Moreover, since these data points are facts, they are not subject to US copyright.

Terms and conditions are often not written with academics or public interest research in 
mind (Scassa 2019). Social scientists need to be aware of this when scraping information, 
approaching terms and conditions more from the perspective of a lawyer than simple user.

What we call algorithmic thinking in the public interest involves social scientists scrap-
ing information if it is publicly available and the research is in the public interest, and 
doing so in ways backed by legal arguments which may eventually be tested in court. We 
argue for this approach for three reasons. First, if researchers do not become involved in 
legal disputes over access to information via data scraping, it risks letting the Internet 
become a space legally circumscribed by disputes between competing business interests. 

Fig. 1   Canada’s Business Registries, a free, public data repository containing information about registered 
Canadian businesses, requires users to accept the terms of their terms of use as a condition of access. Using 
the service, users can obtain useful information about Canadian companies, including their business num-
ber, registry ID, registered office location, company status (active/inactive), business type, and date created. 
This is precisely the kind of information researchers would benefit from being able to scrape. The second 
condition prohibits the user from scraping: “I am not allowed to use automated tools to copy data from this 
service”. Source: https://​beta.​canad​asbus​iness​regis​tries.​ca/​search

https://beta.canadasbusinessregistries.ca/search
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As Scassa (2019, p. 987) argues in regard to the legality of web scraping, “legal uncertain-
ties in relation to ownership of and rights of access to data risk being resolved by litiga-
tion between business competitors, which risks overlooking and unduly limiting the strong 
public interest in access to and use of such data.” It is necessary to “[...] prevent the norma-
tive framework for data scraping from being unduly shaped by the platforms themselves” 
(ibid.), which is a goal of algorithmic thinking in the public interest.

Second, we argue against the idea that researchers should avoid engaging in legally 
ambiguous activities in regard to data scraping because such a position overlooks the extent 
to which governments and corporations are and always have been committed to widespread 
information control. Governments and corporations have long sought to maintain control 
over information, and just as this has not stopped researchers in other contexts (military 
secrecy, for example) it should not stop them with data scraping. If a government agency 
has asked the public not to scrape information in its terms of use, we acknowledge that 
there could be a valid reason. Yet it may not be a valid reason. Website ‘scrapeability’ 
is something that researchers ought to approach critically. They should question the rea-
sons why a government or corporate entity has requested the information not be scraped. 
It could be for a dubious reason, such as not wanting researchers to be able to calculate 
aggregate level trends (or in the case of a corporation, because they worry you are the 
competition).

Third, we argue in favour of researchers approaching the legal ambiguity of data 
scraping with a critical attitude because it is what disciplines like sociology need. Social 
research has become risk averse (Haggerty 2004). This is not regressive when it comes to 
researching “down” on people who are marginalized, but it is a problem when it comes to 
researching “up” (Nader 1968) and investigating powerful multinational corporations and 
government agencies. Social scientists should operate with a different set of ethical consid-
erations when examining corporations and government agencies (Galliher 1979). Avoiding 
scraping because it may be illegal or unwanted by the provider goes against what social 
science needs to reinvigorate its public and political relevance, which is to be more investi-
gative, more critical and situational in the ethical decisions it makes, which does entail the 
possibility of legal liability and risk.

4.3 � Ethical considerations

Scraping poses unique ethical challenges to which there are no easy answers (Ravn et al. 
2020). The ethical guidelines for the use of online data by social scientists remain a “mov-
ing target” (Ackland 2013,  p.  43). New forms of digital data and techniques for obtain-
ing them are changing, and ethical review boards have yet to solidify a coherent policy 
stance on the matter. The increasing adaptation of computational techniques like web 
scraping in the social sciences should compel researchers to revisit long held assump-
tions about research ethics, including informed consent, privacy, and anonymity (Sugiura 
et al. 2017, p. 185). Until ethics review boards improve their technical expertise, they will 
remain ill-equipped to regulate the ethical challenges that are likely to emerge from the use 
of data scraping as a methodology for social research (Lazer et al. 2009; Felderer and Blom 
2019). Though some researchers seem to have obtained formal ethical approval for their 
scrapes, most in our reading have not.

When conducting a data scrape, researchers need to be aware of how their requests 
can cause harm. The most obvious harm comes in the form of an unintended “denial 
of service” (DoS) attack, which occurs when the high frequency and duration of a 
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researcher’s scraping algorithm overwhelms a website’s server. It is important for 
researchers to be cognizant of this potential harm when conducting scrapes, and take 
steps to mitigate it. Sometimes it means not getting data even when it is available, 
reducing the scope of the project to ensure access for others. In their study of rental list-
ings, for example, Boeing and Waddell (2017, p. 468) were aware of this issue, noting 
how even though daily data was available, they avoided it believing that “constant col-
lection would overburden Craigslist’s servers”.

Algorithmic thinking in the public interest does not mean throwing legal and ethical 
responsibilities to the wayside. Rather, researchers need to develop ethical, political, 
and technical guidelines to enable research in the public interest and to encourage oth-
ers to do the same. A number of rules define the “best practices” between those hosting 
information online and those attempting to access that information. Certain limits can 
be made more explicit than others. As noted above, foremost is the definition of the 
robots.txt file on a website. When present, the website owner is describing the behaviour 
that bots (crawlers or scrapers) are supposed to adopt while navigating their site. How-
ever, the presence of this file will not prevent bots from abusing resources or irresponsi-
bly overburdening website servers. The naïve implementation of a website scraper could 
negatively affect other users accessing the website such as slowing down the website 
response and, in extreme cases, result in “crashing” the server. Websites can only handle 
a finite number of requests over a given period of time and a bot is capable of access-
ing website resources hundreds to thousands of times faster than a human and, thereby, 
rapidly consuming those resources that would otherwise serve thousands of individual 
human users. Table 5 describes these differences.

Respect for the robots.txt file is the first of the best practises. In the absence of this 
file, a scraper should implement a delay (generally between 3 and 10 seconds) in their 
scraper to limit the frequency of requests. Running a scraper outside of peak working 
hours can further reduce the impact of a scraper on a given server. Another ethical con-
cern stems from the data itself. Data scraping can open up the possibility for invasions 
of privacy by aggregating data forms. In Gregory’s (2018, p. 1618) view, current appli-
cations of web scraping techniques, particularly in sensitive research sites like health, 
can be justified so long as researchers are careful to remove personal identifying infor-
mation from the raw data. An additional ethical consideration is whether researchers 
should scrape websites that are difficult to scrape or that have obstacles built into them, 
as discussed above, even if these contain information that is in the public interest.

The answer to these and other ethical concerns, at least from the perspective of algo-
rithmic thinking in the public interest, is that it depends—it depends on the data, on the 
research question, and on one’s own politics and agenda. Deriving an answer to these 
questions will never be simple. Such ethical decisions are complex and multi-faceted. 
As Tracy (2010) argues, research ethics goes beyond just obtaining formal review board 
approval. The researcher must also take into consideration situational and relational 
ethics. Situational ethics is particularly relevant with respect to our arguments about 
data scraping. Situational ethics pertain to context-specific ethical considerations and 
decisions a research must make in their research. These decisions often involve consid-
eration of factors beyond just review board approval, such as “the greater good” (Tracy 
2010, p. 847). In the context of scraping, situational ethics means thinking about many 
of the potential harms mentioned above, such as slowing down or inadvertently shut-
ting down a website’s server, but also the larger issue of automated access in the public 
interest. There needs to be more debate about the ethics of automated access to digital 
information. If researchers believe that this kind of access is in the public interest, they 
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should be willing to take reasonable risks to conduct this research and justify it on ethi-
cal grounds.

5 � Discussion and conclusion

Contributing to debates about web scraping and digital methods in the social sciences, 
we have argued in favour of data scraping as a potent means of access to information in 
the digital era. Researchers in the social sciences are using data scraping as a method 
with increasing frequency, overcoming limits in other more traditional information 
sources, and surmounting hurdles to access. Data scraping could also help reinvigor-
ate the values of sharing, openness, and trust at a time of mounting fraud and integ-
rity scandals in the social sciences. Relatedly, we have suggested that web scraping and 
collection of online data could help invigorate multi-disciplinary research collaboration 
(McFarland et al. 2016).

Unfortunately, most social scientists do not yet possess the skills to evaluate, re-run, 
adapt (let alone write de novo), web scraping code (Boeing and Waddell 2017, p. 468; 
Braun et  al. 2018,  p.  634). As trends like the “computational social science” move-
ment (Lazer et al. 2009) and cross-disciplinary collaboration increase, this will change. 
Beyond acquiring basic coding skills, we call on social scientists to develop “algorith-
mic thinking” (Futschek 2006; Green and Viljoen 2020), a way of rethinking social 
science problems as well as data collection and analysis strategies to respond to the 
digitization of social life, using the tools of computer science in a way that advances the 
public good.

Finally, we have discussed the technical, legal, and ethical challenges that confront 
the social scientist as data scraper. Learning how to navigate these barriers is a crucial 
part of mastering data scraping as a methodological “craft” (Tracy 2010). With respect 
to the legality and ethics of web scraping, we argue that researchers are at a crucial 
junction. On the one hand, social scientists could avoid becoming embroiled in the legal 
and ethical disputes over automated access to information altogether. On the other hand, 
social researchers could dive straight in, capitalizing on this opportunity to help define 
the legal and ethical boundaries of data scraping and advocating for access to data in the 
public interest.

We encourage researchers to become immersed in the practice of data scraping, to 
undertake algorithmic thinking in the public interest, and, when legally and ethically justi-
fiable, overcome the obstacles website providers have used to block access in the absence 
of a defensible rationale. Perhaps most importantly, we have sought to address these mat-
ters directly in a reflexive and transparent manner. We encourage other social researchers 
using web scraping in their future studies to likewise be clear about their approach to the 
technical, legal, and ethical challenges of data scraping, and to consider algorithmic think-
ing in the public interest as a way of navigating and confronting the challenges of online, 
automated social science research.
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